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1. Introduction

Many types of noise can be present in a picture [1).

Each type interacts with the original image in a different

way. For example, additive noise , such as channe l noise ,

may be uncorrelated from point to point and independent of

the picture signal. The picture can then be represented by

g = f+v , where f  is the input picture and v is the noise.

• Uncorrelated , multiplicative noise , such as the noise pre-

sent in a picture scanned by a flying spot scanner , is

• another type. If this noise is proportional to the signal ,

it can be expressed as g = f+v 11= (1+v 1)f = fv.

Film grain noise is an example of noise which is depen-

dent on the gray levels of the point in question and those

of nearby points. Both additive and multiplicative noise

may be present.

The noise v itself can be statistically characterized in

various ways. A common assumption is that it is Gaussian ,

• i.e. that its probability density has the form

— 
1

where 11 is the mean noise value (often assumed to be zero)

and a is the noise standard deviation . This paper deals

primarily with additive Gaussian noise.

Many different noise cleaning methods have been proposed .

f Most of them operate in the space domain , and are based on
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comparison of the g ray  level  of e.n’h ~~~i x v i  W I  th  t h e ~ir ay

levels of the  pixel:;  iii i t s  im ei  qhb or lmood: ;  . These o’ompar i —

Sons can u s u al l y  be car r iod out n pa m a l l  o’ I ( ~ .e.  , i n depe n—

dent l y ) fo r  a 1 1 i~ i Xe I :; , t houo;li t hey may ,i 1 :;o 1~u~’ i t  e t a  f_ ed

[2 , 3) . A v a r iety  ot such mt’tliods ~ o im p l em en t e d  and

compa red in  t im is p.i per .  1’o F comi ‘at i son , a e I ~I: ; 5 1 Cd I SI5’t~Uefl —

tial method , Na i iiman f i i  t o ’r i nq , Wa:; al s o  i mp le i i i e t i t ed  . I t

this method , the comput at i  ens I or t h e  m nd i vi dna 1 p t  xel are

not in depen den t , b u t  a r e  done i i i  .i f i xed sequence , so that

the g ray  leve l cor r ee l  i on I 01~ ~I q i Von ~~ 1 Xi.’ I de}~e 1m( 1 S 01) t l ioso’

a l ready  coniput od 0 or pro\’ I ous ly exam i ned p ixe l :;

The method s were a j  ~p l i e d  t o  t he two  no) i sy p et u res  i n

Fiqure  1 . F i gu t  e I a is a 1 2 8x 128  ima t le  of an oo’t. aOou ot

gray  level 33 (on a O — .  3 5 c 5 1  10) Ofl .1 hack o Tr ound  of qr ay  leve l

28 . F’ i qu r o  ic t ;; a 1 27 x l  .‘7 image o F 5m sect ion 01- a 1,AND SAT

I R band of Cal i t  o r im i a (d i sp 1 . iy t . ’oI a:; a n oo t a t  i y e)  . ~ aus: ; i an

• noise was added t o F i our e s  Li and 1 c 1 o o LmO a i n  F’ i q u res  lb

~~~~ and id  (~ 0 , ~ = 8) 
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2. Methods and results

With the exception of the Kalman filter , all methods

implemented operated on a 3x3 neighborho od centered at a

point P , unless otherwise indica ted . The methods in Sections

• 2.1- 2.7 were iterated ; those in Sections 2.8—2 .9 were not.

In defining the methods , the po int P is assumed to be at

(x ,y) , so tha t its neighborhood is

(x—l ,y+ l) (x ,y +l) (x+l ,y+l)
(x— 1 ,y) (x ,y )  (x+l ,y)
(x— l ,y—l) (x ,y—l) (x+l ,y—l)

The gray leve l at (u ,v) is deno ted by f(u ,v) . The noisy

image is rep resented by g (m,n) = f(m ,n) + v(m ,n), where

v (m ,n ) is the additive Gaussian noise.

- _ _ _ _ _ _ _ _ _ _ _ _  _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _— . —.‘.*.- -.—-S.-•’-- ~~~~~~~~~~~~~~~~~~~~~~~~~~ L . 5 !.~-~



2.1. Mode f i 1t er i n~ [ 4 )

In this me thod o f noise cleaning, the g ray level at a

point P is repla ced by the mode (most frequentl y occurrin g

value ) of the g ray levels in  an nxn neighborhood of P.

Since the mean noise value is zero , the expected value

of the n o i sy  p i c t u r e  i s the same as that o f the o r i g i n a l

p i c t u r e :

E {q 0 i , ~) I E l f  ( i , :i) 4 - V  ( i , j )  1

= E l  f ( i , j )  I + E { v ( i , f l )

= E { f ( i , j )  I

Hence , i t  th e o r i g i n a l  p i c t u r e  is a p p r o x i m a t e l y  constant  in

t he neighborhood oF I’, the most common va lue  occur r ing  in the

n o i s y  p i c t u r e  should  be t h a t  cons t an t  va lue . Thus , one can

expec t that mode f iltering will remove the noise present in

the test pictur e s. However , wi th th i s  me thod , edge points

(where the o r i g i n a l  gray level is no t approx ima te ly  cons tan t )

w i l l  of ten be m i ;~ ’las sified , causinq edges to be blurred .

The resul t ;; el four iterations of mode filtering are

shown i n F iyu r~’ 2 .  B oth  images have a blotchy appearance

and edges a re  of preserved . In this case , the image worsened

-~~t~~ Ii each itel ~it lOll .

• 
— 
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2.2. Median filtering (5,6)

This method replaces the gray level at a point P by the

median of the gray levels in an nxn neighborhood of P. Median

filtering, like mode fil tering , is good for smoothing out

noise because it rejects extreme values. It also does not

blur sharp edges. This can be shown by considering a one

dimensional example . Suppose the given sequence of values is

• . • ,o,o ,o ,o ,l,o ,o,o , . .
Apply ing mean filtering over a lx3 neighborhood yields

1 1 1
• . • ~~~~~~~~~~~~~~~ . . .

whereas applying median filtering gives

• . . ,o,o ,o,o,o,o, . •

Similarly , for the input sequence

...,O ,O ,O ,O ,l,l,ll ,.

mean filtering gives
1 2

• . . ~~~~~~~~~~~~~~~~~ . .
while median filtering gives

. . . ,O ,O ,O , l , l , l., . .
These effec ts are shown schematically in the following diagram :

Original _~~~~ 
I____

Mean _- ‘~~~~~~~~~~~~~~~~

Median ____________ •

5’

—--—~~•--.‘—-._-— ~~ 
-•._



Four iterations of this method are shown in Figure 3.

The first iteration of the octagon seems to be the most pleasing ,

although it is mottled . The image becomes smoother with each

successive iteration , but the edges seem somewhat more blurred .

By con tras t, the LANDSAT i mage improves  w i t h  each it e r a t i o n .

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~



2 . 3 .  ~~~~ 
~~~~~

i n t h i t : ;  c ia:; :;  of me t hod: ; , t h e  gray level at  a I’O I lit P ~

rep ldi ’0¼1 b t he ave i ao e  0 i d  [t ’ve l ot t hose k n e ighbor :;  ( i n

d l i  f l X I I  no i g h b e i  hoed 01 P )  whose g :a v  levels are closest to

t hi at  e 1 1’ - It t he n o n—  no  i v gr ay  1. eve 1;; are  
‘ - — k and

t h e  110 1 50 I o ’vets at t hie:;t pe l tit :; are  w 1 , • . - s WKt t hen  t he

a ve r~m oe ( :~ ~~ 
I . . . + (: k +w k

) 1 ,‘k = + 4-
~~k

1 L + [w 1+ . . - +W~~] ~~~,

who Fe (w . . - + W ~~ 1 ,‘k c at i  be vega rded as a samp le o t a r andom

v ar i ab l e  t~ i t  hI mcdl i  0 and s ta t id a r d  d e vi a t i o n  “ / 1 k  1 1 1  . T hi s

aver  -~~~ t no r i ’dtico ’:; t h e  ~inmp l i t  ti de  o I t he  :io i se f 1 uc t u.i t iou ;;

Ti t us , t h e  u maoi .’ shio u Id become :;moot her , although possibly

more b l u r red , w i t h  each i b rat 101).

Va I t to : ;  01 k were  chosen to be 2 , 4 , b , 8 .  E8 is iu st an

J ver aq  iui q ot ~ 1 1 t h e  po j u t s  s u r r o u n d i ng  P . should preserve

1 i t ies  and edq i.’ :~ t im. ’ be:; t a;~ , iii t beer v , t he  two poi~ t dl 01)0

t h e  sanii.’ i ; lie r edge  d:; P siiou hi have gray levi.’ is  c loses t

to that ot  P.  s h o u l d  pr e s o ’T v e  eoltie:; Ia t rly well ; tor a

st rai oht edge , t iv e  of P 1 no i qhmb or : ;  shou hi be on the  same

si d e  o t  t h e  edg e  d;; P .  E t
~ and w i l l  bo th  b l u r  edges . In

add it t o ut , F her  w i l l  eau: ;o ’ sh ar p  pro tuberances  in  a req ion

tO d j i~ ‘~ ‘ear .

Four  i t e r a t  t ons  t o r  each v a l u e  of k are ShOWn in Figure

4 .  T im e resti I t ; ;  a re  ;; i m i  Liv t o  t hose  to un d  in ( 3 1  .

~
‘t.0 SerVt’d t ’dqt ’:; b u t  d i  .1 1 i t t  1e n o i s e  c l e a nin ~ . F 4 

removed

more noise than F2 , but less than Eb . Edges arc somewhat mere

lagged for  F 4 , bu t Et ~ begins to b l u r  the imaci c a f te r  two

iterations.

_______________



2.4. Gradient smoothing (1,31

The gray level at a point P is replaced by the average

of the neighbors (in an nxrt neighborhood of P) which have

lower gradient values. The Roberts approximation to the

digital gradient was implemented . It is computed using

max(~ g ( i ,j)—g (i+l ,i+l)~~, g (i+l ,j)—g(i ,j +l~~~).

The gradient serve s as a measure of the differences in

gray levels between neighboring points. In regions where

the gray levels are similar , the gradient values will all be

small , so that gradient smoothing will replace the gray level

at P with the average gray level of a randomly chosen set of

neighbors. On the other hand , at an edge , gradient values

will be lower for neighbors that are farther away from the

edge, i.e. that are interior to the region to which P

belongs , so that P will usually be replaced by the average

of these neighbors.

Results of four iterations of gradient smoothing are

shown in Figure 5. Iteration produced smoother pictures ,

but somewhat blurred the edges.



2 . 5 .  Select ive  Averai.j i ng  [11

Three variations or t h i s  type  of method were implemented .

One v a r i a t i o n  cons ist s  of r e p l a c i n g  the g r a y  level at a

p o i n t  P b y the average of i t s  e igh t  ne ighbors  o n l y  if  i t

d i f f e r s  f rom at  l eas t  six  ot i t s  n e i g h b o r s  by a oiven threshold

v a l u e . T h r e s h o l d  v a l u e s  of t = 2 , 3 were used f o r  the octagon

where  s = 5 and t = 3 , 4 , 5 fo r  the  LANDSAT image where  ~
- = 8.

These va lues  were chosen to be rou ghl y t he  same f r a c t i o n s  of

the respect  ivo ’ st a n d a r d  d e v iat i o n s .  The r e s u l t s  are show n

in F i g u r e  t~a .  As ex pected , sma l l e r  t ’ s y i e l d  g rea te r  smoothing ,

and in a l l  cases the images  become somewhat  b lu r red  or

ragged.

A second variation computes the  a b s o l u t e  d i f f e r e n c e s

d 1 and d 2 where

d 1 = [(g(i-l ,j+l)+q(i ,j+l)+g (i+l ,j+l)] -

I q ( i - l , j - l ) +g ( i ,j - l ) + g  ( i + l , j - 1)  1 ( / 3

and

d 7 = ( ( q ( i - l ,~~+ l ) + g ( i - l , l ) + g ( i - l , -~— lfl  -

[ g ( i+ l , j + l ) + g ( i + l , j ) + g ( i + l , j — 1 ) ] j / 3

I f  the larger  of these absolute  d i f f e ren c e s  is greater  than

a g iven  threshold t , d~ = max (d1, d ,)>t , the point  P is

replaced by the average of the two neighbors in the direction

tan 1 (d 1 d ,) ,  which  is pe rpend icu la r  to the d i rec t ion  of

greatest - - ~ange.  D i r ec t ions  are rounded to the n e a r e s t  4 50 •

-— —

~~ 

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
•
~~~~~~~~ ~ L.A



p.-

If dm~t, P is replaced by the average of its eight nei ghbors.

Figure 6b shows four iterations for t 2,3 ,4,5. Iterating

smoo thed the pictures quite well , but the pictures also

became more b l u r r e d .  The r e s u l t s  are quite similar for all

four t’s.

A third v a ri at i o n  use s tour  d i f f e r e n c e s .  In addi t ion to

the prev ious ly  ment ioned d1 and d2 , the followinq are also

calculated:

d 3 (q (i-l ,i41)+q (i ,~~+l )+q(i-l ,j)] 
-

(q(i+l ,i)+q (i ,j-l)+q(i+l ,j-l)]~~/3

and

d 4 ( g ( i , j + l ) + q ( i + l ,~~+ l ) + g ( i + l , j ) 1  -

[g (i-l ,j)+q (i-l ,j-l)+g (i ,j-l)](/3

The difference r~iti qe in the neighborhood of P is calculated

to  be the abso lu te  d i f f e r e n c e  between the minimum and maximum

of ~bese f o u r  a bs olut e  d i f f e r e n c e s .  If  this range exceeds a

a~ vcrt th reshold , t , P is replaced by the average of the two

neighbors in the direction of the minimum absolute difference .

Otherwise , p j~ replaced by the average of its eight neighbors.

Four iterations for t = 2 ,3,4,5 are shown in Figure 6c.

Results are better than those of the second variation , and

are rathe~ similar for all four t’s. In the L~NDSAT image ,

the edges become ;emewhat jagged or “furry ” .

- - -L~~~~~~~L~ ~~~~~~~~~~~~~~~~~~~ -



2.6. Maximum homogene ity smoothing [7]

The gray level at a point P is replaced by the average

gray level of the most homogeneous neighborhood from among

the five 4x4 square neighborhoods surrounding P, as illu-

strated below:

2 3

1]

4 5

To determine the most homogeneous neighborhood , the noisy

image g(m ,n) is first blurred by averaging over an nxn

neighborhood of each point to obtain b(m,n). Non-homogeneity

indexes are computed for five 2nx2n neighborhoods with centers

at b(i,j), b(i+n ,j+n), b(i—n ,j+n) , b(i—n ,j—n) and b(i+n ,j—n) ,

using the formula

I (b (p+~ ,q+~ ) + b(p-~ ,q+~)] 
-

[b(p+~-,q-~ ) + b(p-~~,q-~ )) I
+ I[b(p+~ ,q+~ ) + b(p -4-~~,q-~ - ) ]  -

[b(p-~ ,q+9) + b(p-~~,q-~ )]

where (p,q) represents the center of the neighborhood . In

the examples, n = 2. The neighborhood for which this index

is lowest is taken to be the most homogeneous neighborhood

of P.

_______________________________ ~~~~~~~~~~~~~~~~~ ~~~~~~ —‘~~-— --~ .~~ :;_. 
- —_______________________________________



The results of four iterations are shown in Figure 7.

Since the initial averaging weakens the noise , and averaging

over the most homogeneous area further smooths the image ,

both pictures are very clean. However , edges are jagged

and the L-ANDSAT image is very blocky. (The sharp appear-

ance of the right and bottom edges of the third and fourth

iterations is not due to the method ; it is the result of

replacing undefined edge points by corresponding points in

the uncorrupted picture.) To see why , note that , for each

t-d ge point on the oc tagon , there  will be at least one area

w h c ’ i falls c o m p let e ly  within the background and one which

f a l l s  completely w i t h i n  the o b j e c t .  On a diagonal  edge ,

areas 2 and 5 or 3 and 4 will have small non-homogeneity

indexes. Thus the area over which the average is taken

w i l l  vary , causing roughness  in the edges.

In [ 7 ) ,  the a u t h o r s  caut ion tha t  t h i s  method assumes

smooth boundar ies  between regions so tha t  complexly-shaped

boundaries may give erroneous results. This seems to be true

in the LANDSAT image . Small features have disappeared ; the

narrow spaces between the la rger  f ea tu re s  are also gone .

The results also appear very blocky. Because any one neigh-

borhood will be likely to cover more than one type of region ,

due to the amount of detail in the image , the most homogen-

eous region will. be “ random , ” at least the first time (see

the first i teration). After this picture is blurred , the

~~. ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~~~~~~



regions within the areas should be a little more homogeneous

than before . Addi tional iterations cause “false ” regions

to be built .

~~iI1 -~ ,.: -~ 

- 

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~ 
‘-

~~~



2 . 7 .  Neighbor-weigh t i n g  [8]

In this method , the gray level at a point P is replaced

by a weighted average of its neighbors in an nxn neighborhood

of P. Two types of weights were used: line-sensitive weights

and contrast—sensitive weights.

Consider the neighborhood A of P. An edge or line can

pass through A in twelve simple ways (see Figure 8). Cor-

responding to these twelve ideal A 1 ’s, l~.i~ l2 , are twelve

weight matrices , D., shown in Figure 9. Rarely will A match

any of the A ’s exactly. More often , A will be a combination

of several A ’s. If, in addition , A is noisy , then even if

A A1, the corresponding D1 may not be the correct one ,

since the match may be due to the noise. Instead , coefficients

w., , which measure how closely A matches A 1, should be cal-

culated so that the weight matrix has the form

12
D ~ w.D-

i ii=l

The w~ ’s are calculated as follows : let S be the sum of all

nine gray levels in A , let S~ be the sum of the three gray

levels of the points in A which have the same positions as

the a’s in ~~~ and let O~ 3S~-S. If A is one of the A ’ s,

we have

0
3
(A

3
) = 6(a—b)

O]
(A1) = 3 (a- b)  if  A 1 and A 3 

are both edges and have

adjacent slopes

O~~(A 1)~~.O~ otherwise (assuming a>b )



This means that 0 (A) is large if A closely resembles A
J
.

The w1 s can then be defined by

w . = o .+~ :ot
I 3

where 0~ = 0. if O ..-0 , and 0 if O .’-0. Only those 0. (A.) ‘s
3 3 3 3 1 ]

for which A. resembles A. influence w .. If all the 0. ‘s have
1 1 1 1

equal magnitude , the new point is jus t the average of all

the nine points in the neighborhood . Note that the values

of the w1 s are not affected by the gray levels of the points

in the neighborhood .

The contrast-sensitive weights are based on evaluating

the difference (or similarity ) between a point and its im-

mediate neighborhood . This similarity measure can detect the

existence of local edges and lines and is sensitive to the

gray level differences (contrasts) involved .

Let the neighborhood A contain the gray levels

abc
do f
g hi

where e is the gray level of P. For direction 00, define

U Cl

1 1
• 

.

where t = exp(-I (a+b+c)- (d+e+f) I /e);

= exp(-~~(q+h+i)- (d+e+f) I/o). For the examples in Figure

10, ~ = 5. Sim flarly, D ’ s are defined for directions

4 50 , 90° and 135° :

~~~~~~~~~~~~~~~~~~ ~~~~~~~ •:~~~~~~ L~—~ —A



~~1

~ /c i /1 ~
D
1 = ( 1 l 5 J  D2 = ( E l l ~~) and D 4 = ( O l~~

1 6 6/ 1 r~/ ~ 1

where

y = exp (—~ (a+b+d)-(c+e+g)~ /o),

6 = exp(- I (f+h+i)-(c+e+g) I/o),

c = exp( -~~( a ÷ d + g) - (b + e +h ) J / a ) ,

= exp(— I (c+f+i)-(b+e+h) I/o),

= exp(-I (b+c+f)-(a-s-e-fi)I/o),

0 = exp(—j (d+g+h)-(a+e+i)~~/o).

The product of the D1, taken elementwise , is

tfY C U Y~ c~ .n

~Y c 0  1

~~c() ~360 ~
6(
~

The final weight matrix D is obtained by normalizing this

product to make the center term 1/9, and to make the sum of

all terms equal to 1. This product rule was chosen because

any coefficient set to a very small value will cause that

point to contribute very little to the next estimate for P.

This corresponds to the behavior of one of the D1 in the

presence of a very strong edge or line. It also prevents

the additive accumulation of the small responses from the

rotated D1 which occur in noisy situations.

Results of applying four iterations of the first method

are shown in Figure lOa and corresponding results for the

second method in Figure lOb . Method 1 seems to perform better

• • - .-~____  

• ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ — - .~ —•—
~~~~-- ..~ • -



than method 2 on both pictures ; the LANDSAT picture acquires

a blotchy appearance under method 2.



2 . 8 .  Weighted averaging [9]

A blurred image, b(m ,n) is computed by averaging g(m ,n)

over a 3x3 neighborhood . Next , a difference image d(m ,n) =

g-(m,n)--b(m ,n) is computed. Both b(m ,n) and d(m ,n) are then

divided into corresponding sections of 4x4 pixels. To

achieve overlapping of sections which the author of (91 has

found to give more pleasing images, the 4x4 sections of

d(m,n) are expanded to include two additional layers of

pixels on each side yielding overlapping 8x8 square sections.

A variance o~ is computed for each 8x8 section of d(m ,n)
k

The noise variances are 0n = 25 for the octagon and °n = 64

for the LANDSAT image . For each 4x4 section 0k is defined by

0k = minimum{l.0 , n k

A new image f(m,n) is computed in 4x4 sections , where each

point of the kth section is found by

f(i ,j) =

When tested against ~
2, ~ 2 is a measure of the signaln 

2 2activity in the kth section of the picture. If ‘1D ~°n ’ 
the

k
original picture is assumed to have low signal activity and

the kth section of the blurred image is assumed to be an

adequate representation of the original. If oD
2>Q~

, the
k

signal is assumed to have high activity and a weighted

average , as defined above , is computed for the kth section .

(A related method is proposed in 1101; however , it is more a

I

• _ _



F. -

technique for detection of small , low-contrast objects in

an image than for image smoothing.)

The blurred and smoothed images are shown in Figure 11.

Little difference can be seen between the two.

~~~~~~~~~~~~~~~~~~~~~~~~~ -——.——- —~- ~~
- ‘~- ~~~~~~. ‘ -- ~~~~~~~~~~



2.9. Ka]man filtering [1)

This method is included as a basic example of a

sequential method . Several refinements of the Kalman

filtering technique exist (e.g., [10 ,11)), but this version

was implemented because of its simplicity . The three im-

mediate neighbors on the left and above , as well as the

point itself , are used in the estimation of the new value

of the point :

f(m,n) = ‘: d ~ (i,j);(m_ i~n+j)+fl g(m ,n)m ,n

where D = {(0,l),(1,1),(l,0)}. For each (m ,n), ~~~~~~~~~~

(i , j )~~D and 
~m ,n 

are the four coefficients of the filter.

The method used in computing these coefficients is ~escriDea

in the following paragraphs.

The autocorrelation function of the ensemble to which the

image belongs is assumed to be of the form

Rff (Cl .~~) = R ff (0,O)Ph ’
~~~Pv

I
~~

where 
~h 

= e~~l and = e~~ 2 are measures of the horizontal

and vertical correlations respectively. 
~h 

and are

approximated by first calculating
rn-cl n

Rff (cl ,~l) = ) g(k ,t)g(k+ct,~~—~)
• k=1 ~=t~+l

for ci = 0 , ~3 = 1,2 ,3 and ci = 1, 2 , 3 , ~ = 0. After dividing

the results by F~t f (O ,O )D a least squares adjustment is done

to obtain 
~h 

and

.~~~
- - ———-

~~~~~~ ~~~~~~~~~~~~~~~~~~ ~
-= -  

~~~~~~~~~~~~~~~~~~



I
F’- —- -

Normally, a large amount of computation would be requ i red

to determine 
~m n ’ However , this quantity has been found to

attain practically constant value only a few points away

from the edges of a picture . This implementation assumes that

edge points are noise free and , rather than calculating

various constant values n between 0 and .6 are used .

The remaining coefficients are calculated using

dm n (l i~~
) = C ~~~~(l_n )1 (i ,j)LD

where c1, 0 = 

~h’ ~0,1 
= and Cl ,1

=_
~ h c v

As mentioned in (lii , the mean of the image is sub-

tracted from each poir~t. All operations arc performed or

t this zero mean picture; the mean is added back at the end .

This method also has a directional bias , so f i l te r ir ~; i s

first done from top to bottom , l e f t  to r i g h t , t h e n  fror .  ,~~t ’~-

to top , right t~ l e f t .  The r e su l t.;  a re  ier ~~qe’J i r~d

averaged value be es the value  a t P.

Results f.’: = .L ,.2 ,.3,. 4,.5 ,.~ are ;~ ow~ F’~~~ r’. 2.

The values cf a-.d were ~~~~~ a~.d .) ~~~4 f~~r t .  t~-

and ~~~~ ard ~~~~ f.~r the ANDSAT ~.rna;e . ~~e ~~~t~ r’; ~~~~~~~

a textured a~~~~ i a ’ .ce, as t.~e-j ~~~~~ ~ r . t

The ~~a~~es seem t: be cc th~~r .  ~ ut  mcr e  ~~~~~~~~ f~~r

smal.ler “ ‘ s.
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3. Comparative discussion and conclusions

Although general conclusions cannot be drawn on the basis

of so few examples , a few tentative observations can be made.

The following methods were judged to perform more poorly

than the others:

• 1) Mode filtering (Section 2.1) produced strong

mottle

2) Maximum homogeneity (Section 2.6) produced

blocky output

3) N e igh b o r - w e i g h t i n g, second method (Section 2 . 7 )

made the LANDSAT image blotchy

4 )  Kalman f i l t e r i n g  (Section 2 . 9 )  produced a

periodic “cheesecloth” pattern

Note that the last two of these methods were not iterated.

Among the remaininq methods, the best results on the

LANDSAT image Seem to be those obtained by median filtering

(Section 2.1), gradient smoothing (Section 2.4), and the first

neighbor-weighting method ; the last of these also yielded the

least mottled octagon . Among the Ek methods (Section 2.3)

E4 was somewhat too noisy and E6 somewhat too blurry . For the

selective averag ing methods (Section 2.5), the first yielded

noisier results than the other methods mentioned in this

paragraph ; the third yielded good results (and less blurry than

those of the second), but both introduced “furriness ” into

the edges. In all of the selective averaging methods, the

choice of the threshold t, over the ranges considered , did not

appear to be highly significant .



Although i tera t ion tended to improve most of the resul ts ,

the point at which b lu r r ing  e f f e c t s  became dominant could

not be determined beforehand . In the case of some of the

methods, specifically, Ek and neighbor weighting , considerable

computer time would be saved if th is  informat ion  were avail-

able.

The evaluation of these results was very subjective . One

possible way of obtaining a more effective evaluation might

be to ask a number of people to evaluate the results accord-

ing to a set of w r i t t e n  ins t ruc t ions .  These resul ts  could

then be tabulated and analyzed . In addition , these methods

could be applied to a wider variety of pictures. The perfor-

mance of more advanced methods such as [11-16] could also

be studied .

hiii~ — ~~~~~~~~~~~~~~~~~~ “ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
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a a a  a a b  a b b  b b b
b b b  A2 = a b b  A 3 = a b b  A4 = a b b
b b b  b b b  a b b  a a b

b b b  b b b  b b a  b a a
A 5 = b b b  A 6 = b b a  A 7 = b b a  A 8 = b b a

a a a  b a a  b b a  b b b

b b b  b b a  b a b  a b b
A9 = a a a  A10= b a b  A11= b a b  A12= b a b

b b b  a b b  b a b  b b a

Figure 8: Twelve ways in which an edge or line can pass
through the neighborhood of P.
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D1= ~.(i 1 i) D2= ~.(o 1 1 ) D3 ~-(o 1 1) D4= 0 1 1

\1 1 1/ \1 1 1/  \ o l l J  \ o o l

f l l l \  /ii~~\ / i o o \
D5 1 i) D6 ~(l 1 0) D7= 1 0) D8= ~(1 1 0) -

\o o o/ \i o o/ \ l l o /  \1 1 1/

fo o o \  /o o i\ / 0 1 0  / i o o
D9= 1 1) D10~ ~.(0 i 0) D11= ~.(o 1 0 D12= ~.(o 1 0

\0 0 0/ \ l o o /  \ o l o  \ 0 0 1

Figure 9: Weight matrices corresponding to the twelve
ideal neighborhoods of Figure 8.

_ • ~. ~~~~~~~~~~~~~~~~ 
~~~~~~~~~~~~~~~~~~~~~~ _ •~~~~~~_ _~• . _ _~_ _ _ ~ • • . 

~~~~~~~~ 



~~ IIuIuIuuuuuuIuuI!lE!!!~~ r— - - 
- - ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~ ~~ •• • ~~ - -

~~~~~~~ 

.

(a)

_ _ _  
-

_ _ _ _  
_ _ _ _  

a 41 - 
I

1k.
:~~. ‘ 

:4~- ’~~. 
~ 

..

‘ 

~

_ 
_  _ I

(b )

Figure  10. N e i g h b o r — W e i g h t i ng

a)  Method 1 b) Method 2
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Figure 11. Weighted Averaging
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Figure 12. Kalman Filtering ~ = 0.1 - 0 . 6
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